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We report a theoretical investigation of long-range correlation effects induced by the presence of interfaces
in realistic semiconductor based nanoscale structures. This is performed within the so-called GW approxima-
tion of Hedin and Lundqvist in which we isolate the contribution of the interfaces with dielectrics or metallic
electrodes to the exchange-correlation self-energy. We incorporate these correlation effects self-consistently
into the solution of the Schrödinger equation and calculate its influence on transport properties in realistic
nanoscale transistors. Numerical results show that the self-energy correction due to dielectric mismatch can be
comparable to the direct quantum confinement effect. With the decrease in size, this correlation effect has a
significant impact on the current-voltage characteristics and contributes to the increase in variability in ultimate
nanoscale transistors.
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I. INTRODUCTION

Recent progress in fabrication techniques has motivated
the physicists community to consider quantum effects ap-
pearing in nanometer scale devices.1,2 With the reduction in
size, the effect of quantum confinement for semiconductors
has been extensively studied.3,4 On the other hand, the intro-
duction of materials such as high-� oxides �i.e., with a high
dielectric constant� has also generated strongly inhomoge-
neous dielectric regions in MOS �metal-oxide-
semiconductor� devices. Understanding the effects of the di-
electric environment on the transport properties has then
attracted recently a growing attention.5,6 These inhomogene-
ities can modify the gate efficiency and create a self-energy
correction whose magnitude is proportional to the dielectric
constant ratio. Indeed in the nanometer range an electron
added into the active region repels nearby electrons to the
interfaces of the system, inducing a so-called image charge
distribution. In this context, we theoretically study the influ-
ence of the image effects arising from interfaces polarization
in realistic nanoscale structures. The interaction between the
electron and its own image charge distribution at the inter-
faces is a long-range correlation effect, which is not included
in the conventional calculations for out of equilibrium open
systems. It should be described within a many-body frame-
work such as the GW method of Hedin and Lundquist.7

Unfortunately, most calculations performed on nanoscale
devices are based on the use of a Schrödinger-Poisson self-
consistent procedure which is nothing else than the conven-
tional Hartree approximation. However at small dimensions
it is likely that interface-induced correlation effects will be-
come important. A pioneering work in this direction is due to
Inkson8 who showed that image charge effects can drasti-
cally reduce the semiconductor gap in the neighborhood of a
metal-semiconductor interface. Such effects cannot be pre-
dicted by local density approximation �LDA� calculations
but it was shown in Ref. 9 that they are naturally included in
the so-called GW approximation. In fact, as shown in Ref. 10
for ideal nanostructures they are a consequence of long-range
interface-induced correlations which can with good accuracy

be related to the image charge potential. In recent years sev-
eral equilibrium GW calculations have been reported �see for
instance Refs. 11–16� showing in particular a renormaliza-
tion of impurity or molecular levels near surfaces which
again have the same origin. It was then quite natural to ex-
tend the GW method to out of equilibrium systems and to
calculate the current within the Keldysh Green’s function
approach. This was done recently for simple systems in Refs.
17–19 laying a basis for a more accurate description of the
conduction in such systems. The problem is that first prin-
ciple GW calculations for realistic nanoscale devices are cur-
rently not feasible due to the huge computing cost.

We show in this paper that these effects can effectively be
included in such devices on the basis of a simplified GW
procedure. The poles of the exchange-correlation self-energy
in the GW approximation occur at different plasmon fre-
quencies. One can separate the contributions of different
groups of plasmons. For some of them like interface plas-
mons, the corresponding contribution varies slowly in space
and for large enough plasmon frequencies, the self-energy
correction can be obtained accurately from the static limit of
screening. By static we mean that the electron motion is slow
enough that the screening cloud builds instantaneously
around the electron position. In idealized situations the cal-
culation then simply reduces to a conventional electrostatic
image charge potential problem.

The paper is organized as follows. In a first part we dis-
cuss the origin of the interface-induced correlation effects
and the methods to cope with them. Using the GW approxi-
mation we express the exchange-correlation self-energy in
terms of the frequency dependent inverse dielectric matrix
and discuss the corresponding plasmon poles. We identify
the interface-induced correlation component by calculating
the GW contribution arising from specific interface plasmon
modes. Finally, as an application, we perform a calculation
of this correlation effect on transport properties in a typical
silicon nanowire metal-oxide-semiconductor field effect tran-
sistor �MOSFET� and discuss its influences as a function of
size and dielectric mismatch.
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II. THEORY

A. Interface-induced correlation effects

In open systems, the Hartree mean-field approximation
does not include correlation effects corresponding to the fact
that the moving electron repels the other electrons in its im-
mediate vicinity. The electron must then be considered as a
quasiparticle surrounded by a coulomb hole. This phenom-
enon corresponds to dynamic screening where the instanta-
neous total electron density ntot exhibits a dip at the electron
position r. When this electronic reorganization is fast enough
one can treat the screening of the charge as if it was static
around the electron position. Let us discuss the features of
this simple description in different situations: �i� for a bulk
metal, the screening is complete. The total screening charge
is −e and occurs over a few Thomas-Fermi wavelengths.
Conservation of the total charge implies that the compensat-
ing charge e is repelled at infinity; �ii� for a bulk semicon-
ductor, screening is not complete. Beyond a few Thomas-
Fermi wavelengths from the electron, the potential behaves
as e /��r−r��. Short-range screening corresponds to a cou-
lomb hole with charge −e�1−1 /��, with the compensating
charge e�1−1 /�� being also repelled to infinity; �iii� for
semiconductor with boundaries, short-range screening again
corresponds to a coulomb hole with charge −e�1−1 /��, but
now the compensating charge e�1−1 /�� is the so-called im-
age charge repelled at the boundaries. The interaction of the
additional carrier with its own image charges gives rise to a
screened self-energy correction. This self-energy correction
has been addressed as a semiclassical screened self-energy in
ideal semiconductor nanocrystallites, thin film and nanowires
and shown to give an accurate correction to the band
gap5,20–22 when compared to ab initio calculations.

To improve the treatment of correlation effects while still
using a single particle scheme one can use the LDA approxi-
mation. However this has limitations since it does not predict
the correct semiconductor band gap and does not incorporate
some long range correlation effects.23 The GW approxima-
tion has been shown to provide accurate values for the gap of
semiconductors.23,24 Therefore it is of interest to include cor-
relation effects in nanoscale devices along the lines of this
method.

B. GW approximation

This method is based on an expansion of the exchange-
correlation self-energy in terms of the dynamically screened
electron-electron interactions. It was derived with field-
theoretic techniques, Green’s functions and the use of func-
tional derivatives.7 The expression for the exchange-
correlation self-energy is then expressed in a way which
evidences the role played by plasmons in renormalizing the
electron-electron interactions. It allows to write an individual
equation for a quasiparticle injected into a N electron system
in terms of the properties of this N electron system. The GW
Schrödinger equation for the excess electron can be written
as

Huk�r� = �H0 + VH�uk�r� +� ��r,r�,��uk�r��dr�, �1�

where uk is the quasiparticle wave function of energy �k, VH
is the Hartree potential energy of the N electron system, and

� is the exchange-correlation self-energy given by10

��r,r�,�� = − �
l

ul�r�ul
��r���nlv�r,r�� + �

s

Vs�r�Vs�r��

�� nl

�l − � − �s
−

1 − nl

� − �l − �s
�	 , �2�

where nl is the occupation number of state ul in the neutral
system, v is the bare electron-electron interaction, and Vs is
the potential induced by the fluctuation of electron density
corresponding to a plasmon of frequency �s. It can also be
shown10 that the potential induced at position r� by a unit
charge at r oscillating at frequency � is

Vind�r,r�,�� = �
s

2�s

�2 − �s
2Vs�r�Vs�r�� . �3�

For the following it will be more convenient to write this in
matrix notation

Vind��� = �
s

2�s

�2 − �s
2VsVs = 
�−1��� − I�v , �4�

where �−1��� is the frequency dependent inverse dielectric
matrix.

C. Discussion of ε−1(�) and plasmon poles

From Eqs. �2� and �4�, the self-energy correction is related
to the frequency dependent inverse dielectric matrix. In the
following we examine how �−1��� can be calculated and
how this can be applied to uniformly doped semiconductors.
We anticipate the fact that screening due to valence electrons
and to the small density gas of conduction electrons occurs
in quite different frequency regimes. We then rewrite

���� = 
I − v�v��� − v�c���� = 
I − v�v�����I − 
I

− v�v����−1v�c���
 , �5�

where v is bare e-e interaction, �v and �c are polarizability
matrices of valence and conduction electrons, respectively.
In simplified form we can write the inverse dielectric matrix

�−1��� = �c
−1����v

−1��� , �6�

where �c
−1���= 
I−�v

−1���v�c����−1 and �v
−1���= 
I

−v�v����−1 are the inverse dielectric matrices of the conduc-
tion and valence electron system, respectively. Here we make
use of Eq. �6� to discuss plasmons which are the poles of
�−1���. Let us then analyze the frequency dependence of the
inverse dielectric matrix in an average plasmon pole approxi-
mation in two cases: first for a dielectric, then for the
n-doped semiconductor.

1. Dielectric (intrinsic silicon)

With no conduction electrons the bulk plasmon energies
are the poles of the inverse dielectric matrix �v

−1��� corre-
sponding to the valence electron system. The long wave-
length pole has been shown to be given by25
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�	�sv�2 =
4
nve2

m
, �7�

where nv is the density of valence electrons. This turns out to
give 	�sv�16 eV for bulk silicon. Taking this as the aver-
age plasmon energy Eq. �4� becomes

Vind��� =
Vind�� = 0�
1 − �2/�sv

2 =
��v

−1�0� − 1�v
1 − �2/�sv

2 �8�

2. Doped bulk semiconductor

Here the system is composed of a filled valence band plus
a small fraction of occupied states at the bottom of the con-
duction band. From Eq. �6� there are two types of poles. �1�
Those of �v

−1���. As for intrinsic silicon, they correspond to
the plasmon frequencies 	�sv�16 eV. �2� Those of
�c

−1���= 
I−�v
−1���v�c����−1. The conduction electrons be-

have as a free-electron gas of low density, which, according
to Eq. �7�, should have a lower plasmon frequency for the
long wavelength plasmons of the conduction electron gas. At
these low frequencies �v

−1�����v
−1��=0�. Furthermore the

matrix �v
−1�0,r ,r�� simply reduces to 1

���r−r�� in �c
−1���,

where � is the long-range static dielectric constant of the
intrinsic semiconductor. We can thus rewrite in the frequency
range of interest

�c
−1��� = �I −

v
�

�c����−1

. �9�

The corresponding plasmon energies of the conduction elec-
trons are thus given by

�	�sc�2 =
4
nce

2

�m�
, �10�

with ��11.7 for silicon and m��0.5, we get 	�sc
�0.05 eV, quite small compared to 	�sv�16 eV.

We can conclude that there are two regimes for doped
semiconductors: low frequency corresponding to the conduc-
tion electrons with electron-electron interactions reduced by
the bulk dielectric constant of the semiconductor; high fre-
quency with �c

−1���=1 corresponding to the intrinsic semi-
conductor.

D. GW correction for confined systems

For a confined system, the determination of the self-
energy given by Eq. �2� also requires a calculation of the
plasmons which are the poles of the inverse dielectric matri-
ces defined in Eqs. �5� and �6�. However these dielectric
matrices become different from their bulk counterpart since
we have to include the influence of the interfaces. For rea-
sons discussed before we separate the two regimes: �i� high
frequencies corresponding to the intrinsic semiconductor and
�ii� low frequencies corresponding to the gas of conduction
electrons.

The existence of interfaces presents boundary conditions
for the plasmons which are collective charge oscillations of
the system. As shown in Ref. 25, in addition to the bulk

plasmons, one can get solutions, which in the long wave-
length limit are strictly localized at the interfaces. These are
the interface plasmons. For silicon, the bulk plasmon is at
about 	�sb�16 eV and the Si-SiO2 interface plasmon at
about 	�sI�10 eV.25 In the expression of self-energy in Eq.
�2�, we can thus separate the contributions of bulk and inter-
face plasmons. Bulk plasmons give a contribution contained
in the bulk Hamiltonian of the semiconductor, while inter-
face plasmons give an additional correction ��I written as

��I��� = − �
l,sI

VsI�r�VsI�r��ul�r�ul
��r��� nl

�l − � − �sI

−
1 − nl

� − �l − �sI
	 , �11�

corresponding to the contribution of interface plasmons in
Eq. �2�. Here VsI is related to the potential induced by the
fluctuation of charge density for the interface plasmon of
frequency �sI. The same separation between bulk and inter-
face plasmons can be made in Eq. �3�, allowing to split Vind
into a bulk part and an interface contribution which we call
VI. From Eq. �3�, VI�r ,r� ,�� is given by

VI�r,r�,�� = �
sI

2�sI

�2 − �sI
2 VsI�r�VsI�r�� , �12�

where the sum is restricted to interface plasmons. From Eq.
�12�, we calculate the interface contribution for a low-lying
conduction band state uc with energy �c

��I��c,r,r�� = − �
l,sI

ul�r�VsI�r�VsI�r��ul
��r��� nl

�l − �c − �sI

−
1 − nl

�c − �l − �sI
	 . �13�

We now anticipate the fact that VsI is slowing varying in
space over the active region and will discuss the validity of
this approximation later. VsI will then mix uc with states
which have similar wave function and energy. The sum in the
above equation can then be restricted to empty states ul
�uc, the energies �c−�l being negligible with respect to �sI.
Thus only the second part in the sum survives and we can
neglect �c−�l compared to �sI. We then obtain

��I�r,r�� = − �
l,sI

ul�r�
VsI�r�VsI�r��

�sI
ul

��r�� . �14�

Using Eq. �12� in the limit �→0, we can rewrite this as23

��I�r,r�� =
1

2�
l

ul�r�VI�r,r�,� = 0�ul
��r�� . �15�

This equation can be simplified by noticing that �lul�r�ul
��r��

is invariant upon any unitary transformation of conduction
states. In particular we can define for the bulk Wannier func-
tions, which have a localized character. We thus have
�lul�r�ul

��r��=� jWj�r�Wj
��r��, where j is a bond index. For a

slowly varying potential, �VI� j j�= �VI� j j� j j�, which leads to
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��I�r,r�� =
1

2�
j

Wj�r�Wj
��r���VI� j j , �16�

where �VI� j j is the value at site j. In the same basis this is
equivalent to write that the self-energy reduces to a local
function

��r� = �I�r,r� =
1

2
VI�r,r,� = 0� , �17�

where ��r� reduces to the interface-induced static image
self-energy.

This approximation is similar to the one developed in Ref.
7 as COHSEX �Coulomb hole plus statically screened ex-
change�. The main difference is that here it is used for con-
duction states and interface contributions while COHSEX
was applied to the whole band structure and the full self-
energy which is less justified. Let us now comment on the
fact that we have considered the VsI to be slowly varying
over the active device region. This might seem unreasonable
since it is known that classical image potentials diverge at
the interface. The simplest example is the metal-dielectric
interface where the self-energy would behave as −e2 / �� .d�,
� being the dielectric constant, and d the distance of the
charge e to the interface. However, this divergence is related
to the fact that, in the classical limit, the interface charge is
strictly localized on the interface plane. It would not subsist
in microscopic calculations where the charge oscillations
corresponding to plasmons should extend over the screening
length characteristic of the material. This was proven by
Newns26 for the metal-dielectric interface who obtained a
self-energy −e2 / 
� . �d+2��� for d→0 where � is the
Thomas-Fermi screening length, of the order of the inter-
atomic spacing or more. The true potential will then saturate
at a distance of the order 2� leading to a much smoother
spatial variation. Another point is that the transverse wave
function is vanishingly small in the silicon-oxide interface
region reducing the corresponding contribution. All these ar-
guments are confirmed by the results of Ref. 21 for ideal
nanostructures showing that the assumption of slowly vary-
ing VsI gives practically exact results even for extremely
small nanostructures �down to 1 nm�.

III. APPLICATION TO NANOWIRE MOSFETS

As an application of the GW calculation of the interface-
induced correlation effect in realistic nanostructures, we con-
sider in this section the gate-all-around silicon nanowire
transistor shown in Fig. 1.

The determination of the interface-induced potential re-
quires the calculation of the effect of the image charges on
the dielectric interfaces. We then solve the Poisson equation
for a test charge located at r producing a potential V�r ,r�� at
position r� satisfying �r�
��r� ,���r�V�r ,r���=−4
e��r
−r��. The resulting solution can be written as V�r ,r��
=VI�r ,r��+Vb�r ,r�� where Vb�r ,r��= e

��r−r��
is the potential

in the bulk semiconductor and VI�r ,r�� is the potential cre-
ated by the image charges on the dielectric interfaces. At this
stage we use the dynamical dielectric constant ��ox


 =2.1 for

SiO2� containing only the electronic contribution,27 since the
dynamics of the ions in the oxide is much slower than those
of the electrons. �ox


 is evaluated at a frequency above the
highest optical phonon modes of the oxide. Once VI�r ,r�� is
obtained, we can calculate the GW self-energy correction
accordingly.

One point concerns the conduction electron influence. We
have already argued in Sec. II C that at the high frequencies
characteristic of the SiO2 interface plasmons, their contribu-
tion to the dynamical inverse dielectric matrix is negligible.
Furthermore their concentration in the channel is very low
and we numerically checked that they do not have any sig-
nificant influence on the image charge potential in the range
of sizes of interest.

The transport formalism is based on the Landauer-
Büttiker formula.28 The three-dimensional �3D� Schrödinger
equation is expressed within the effective mass approxima-
tion whose values have been renormalized for each cross-
section from tight-binding band structure calculations.29 This
approach has demonstrated to correctly describe
�100�-oriented silicon nanowires with diameter down to 2
nm.30 We then add the self-energy correction to the usual
electrostatic potential and solve self-consistently the Poisson
and Schrödinger equations. The transport properties are com-

FIG. 1. �Color online� Structure of the silicon nanowire MOS-
FET �100� oriented considered in this work. The length of source,
drain, and channel is 8 nm each. The oxide thickness is set as 1 nm.
Continuous doping of 2�1020 cm−3 is assumed in source and drain
whereas the channel is intrinsic.
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FIG. 2. The interface-induced self-energy correction � along the
transport direction taken in the middle of the cross-section for tran-
sistors with different silicon thickness TSi. The surrounding metal
gate extends from 8 to 16 nm.
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puted within the mode-space Green’s function formalism
which consists in separating the 3D Schrödinger equation
into a two-dimensional equation describing the confinement
in the cross-section and a one-dimensional equation defining
the ballistic transport along the nanowire axis. The system is
then defined by independent electron subbands �numbered by
the index i� for which the retarded Green’s function is ex-
pressed as follows:

Gi�E� = 
E − Hi − �D
i − �S

i �−1, �18�

where E is the energy, Hi is the ith subband Hamiltonian
including the electrostatic potential and the self-energy cor-
rection �, whereas �D

i and �S
i are the self-energies induced

by the coupling with the source and drain reservoirs.10 From
Eq. �18�, one can calculate the electron densities and the
drain current resulting from the lowest subbands of each val-
ley. This approach has been evidenced to give accurate re-
sults for macroscopic potential variations.31–35

The self-energy correction � along the transport direction
at the middle of the cross-section is shown in Fig. 2 for
various diameters. We first note that the additional potential
presents smooth spatial variations and we have checked that
it does not induce significant coupling between electron sub-
bands. Moreover, it is continuously positive inside the silicon
nanowire since �si��ox


 , which is consistent with previous
theoretical predictions.5,10 The influence of the gate, which
extends from 8 to 16 nm, is also clearly visible. It induces a
larger screening and therefore reduces the self-energy in the
channel compared with its value in the source and drain re-
gions. At TSi=4 nm, the interface influence is quite small
and � tends to be constantly small all along the source-drain
axis. The electrons do not experience any particular pertur-
bation. When reducing the silicon thickness from 4 to 2 nm,
the dynamical screening of the gate starts to have a signifi-
cant impact on the electrons in the channel and the difference
in amplitude between the self-energy in the channel and in

the lateral regions increases rapidly to reach 0.07 eV at 2 nm.
Figure 3 shows the first electron subband with and without
the self-energy corrections at different gate voltages with
TSi=3 nm. We observe a systematic reduction in the barrier
potential in the channel whatever the applied gate voltage. In
order to better illustrate the cross-section dependence Fig. 4
shows the modifications of the first electron subband in de-
vices with TSi=4 nm and 2 nm at two different gate volt-
ages. We can note that � has a minor influence in a nanowire
of 4 nm whereas the channel potential barrier undergoes a
major decrease in almost 0.1 eV in devices with TSi=2 nm
independently of the applied gate voltage. This situation has
a direct consequence for the current-voltage characteristics
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FIG. 3. �Color online� Electron subband profile at different gate
voltages �from 0.0 to 0.4V� with � �solid line� and without � �dash
line�. Here TSi=3 nm; VDS=0.4 V.
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FIG. 4. Electron subband profile for transistors with � �solid
line� and without � �dash line� at different parameters: �a� TSi

=4 nm, VG=0.0 V; �b� TSi=4 nm, VG=0.4 V; �c� TSi=2 nm,
VG=0.0 V; and �d� TSi=2 nm, VG=0.4 V.
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FIG. 5. Comparison of the ID vs VG characteristics at VDS

=0.4 V for different silicon nanowire transistors embedded by ox-
ide SiO2 with � �solid line� and without � �dashed line�. �a� TSi

=4 nm, �b� TSi=4 nm, �c� TSi=2 nm, and �d� TSi=2 nm.
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shown in linear and logarithmic scale in Fig. 5. Although the
modifications are quite weak for a 4 nm cross-section, the
self-energy correction dramatically increases the current by
one order of magnitude in nanowires of 2 nm. This effect has
then a remarkable influence in ultimate nanowire MOSFETs
and must be taken into account in the device quantum simu-
lation tools.

IV. CONCLUSION

In conclusion, we have discussed the importance of
interface-induced correlation effects in realistic nanoscale
structures through an investigation of the corresponding GW
exchange-correlation self-energy. We estimate the influence
of these correlation effects on the transport properties of re-

alistic nanoscale devices. For nanowire transistors with a di-
ameter below 4 nm, the interface-induced self-energy correc-
tion can shift the electron subbands significantly in the
channel region and therefore has a great influence on current-
voltage characteristics. With the decrease in size, interface-
induced correlation effects are increasingly important and
could contribute to intensify the current variability in ulti-
mate nanoscale transistors. This approach can be extended in
a straightforward manner to other nanoscale devices with
various geometries.
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